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Twao persistent critiques of quantitative experimen-
talism are (a) the lack of isomorphism between its
measures and “reality” and (b) its failure thus far to
produce “truths” useful to educational practice. The-
se critiques have long been commented on. As early
as 1918, B. R. Buckingham wrote:

We may labor ingemiously at our analyses of results and
may bring from afar the most potent methods which sta-
tistical theory has evolved, but we shall accomplish little
if our instruments are as grossly defective as some of tho-
se which are now being employed appear to be. (p. 132)

Buckingham'’s concern continues to be echoed by
contemporary researchers:

If multiple independent anecdotes are to be trusted, the
computers too often have been processing in stolid serious-
ness worthless data produced by children who were sta-
ging mass boycotts, or deliberately sabotaging the process
or making jokes out of their answers. Anecdotes of simi-
tar scandals are available for questionnaires, attitude sca-
les and interviews. (Campbell, 1978)

Too often, theri, the link between results and “reality”
is assumed rather than systematically investigated.
Consequently, the empirical bases of educational
practice are too frequently halftruths and pure
fictions.
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Basic problems

We quite agree with the first critique, that quan-
titative concepts are not isomorphic with quantita-
tive measures. As Bateson (1980, p. 133) noted, “i
can, in a sense, sce the dog discriminate, but I cannot
possibly see his ‘discrimination.” There is a jump
from particular to general, from member to class.”
As a result,

we have no measuring devices. . . designed with so perfect
a knowledge of all the major relevaut sources of variation.
In physics, the instruments we think of as “definitional”
reflect magnificently successful theoretical achievements
and themselves embody classical experiments in their very
operatien. In the social sciences ourmeasures lack such con-
trol. They tap multiple processes and sources of variance
of which we are as yel aunaware. 1At such a stage of deve-
lopment the theoretical impurity and factorial complexity
of every measure are not niceties for pedantic quibbling
but are overwhelmingly and centrally relevant in all mea-
surement applicarions that involve inference and genera-
lization. (Webb, Campbell, Schwartz, Sechrest, & Grove,
1981, p. 36)

The social sciences lack the pragmatic methods of
validation available to the contemporary physical
sciences (a pity it's easier to design educational pro-
grams that backfire than to build bombs that don't
work),

Although quantitative researchers usually com.
promise on the issue of face validity—a measure is
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valid because it appears so—the abyss between con-
cepts and methods suggests they should not. The
methodologically unsound but widely accepted ra-
cist conclusions of fifty years ago show how easily
the biases of researchers and their times infuse re-
sults. Broca’s data on cranial capacity, for example,
was taken as support for the prevalent notion that
men were more intelligent than women, and whites
more intelligent than blacks:

Paul Broca is now distant: enough. We can stand back and
show that he used numbers not to generate new theories
but to illustrate a priori conclusions. Shall we believe that
science is different today simply because we share the cul-
tural context of most practicing scientists and mistake its
influence for objective truth? Broca was an exemplary
scientist; no one has ever surpassed him in meticulous ca-
re and accuracy of measurement. By what right, other than
our own biases, can we identify his prejudice and hold that
science now operates independently of culture and class?
(Gould, 1981, p. 74)

And we also agree with the second critique, that
quantitative experimentalism does not yield “truth.”

The history of Science indicates that most of the avenues
explored in the early stages of a branch willead nowhere. ..
We have every reason to believe that most, if not all, pre-
sent theories will lead nowhere. But that, of course, doesn’t
mean that they're worthless because wee can never find a
fruitful approach without false beginnings. (Kemeny, 1959)

There is only theory-laden perception and thus no
grandstand from which anyone, quantitative resear-
cher or otherwise, may review the parade. However,
to deduce that we can’t know anything from our
being unable to know everything is fallacious rea-
soning. The role of methodology is to chart the
“course between the extremes of inert skepticism
and naive credulity” (Campbell, 1978, p. 185).
The present essay cannot contribute additional
insight into either the lack of isomorphism between
quantitative concepts and measures or the attendant
failure of quantitative methods thus far to yield
“truths” useful to education practice. The abyss
between concepts and methods—and the resulting
inability of quantitative experimentalism to yield
“truth”-—is an existential problem for researchers,
one that, at best, they can cope with but never sol-
ve. By “cope with” we mean that systematic pruning
of the untended daisy fields of concepts we've allo-
wed to proliferate must, of necessity, be an integral
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part of every stage of inquiry. By “cope with” we do
not mean ignoring the problem. Yet that seems to
be all that's been done.

How much basic epistemological problems are
ignored may, in part, be due to the dominant philo-
sophy of science of most quantitative researchers,
logical positivism/empiricism:

Today empiricism is the professed philosophy of 2 good
many intellectual enterprises. It is the core of the scien-
ces, or 30 at least we are taught, for it is responsible
both for the existence aund for the growth of scientific
knowledge. It has been adopted by influential schools in
aesthetics, ethics, and theology. . . This predilection for em-
piricism is due to the assumption that only a thoroughly
observational procedure can exclude fanciful speculation
and empty metaphysics as well as. . .further the progress
of knowledge. . .empiricism in the form in which it is prac-
ticed today cannot fulfili this hope.. The fight for tole-
rance in scientific matters and the fight for scientific
progress must still be carried on. What has changed is
the denomination of the enemies. They were priests... a
few decades ago. Today they call themselves. . . “logical em-
piricists.” (Feyerabend, 1963, pp. 3-5)

Because of what Koch (1964) calls a scandalous lag
in the history of ideas, logical positivism/empiricism
was adopted by the social sciences and other disci-
plines about the same time it was abandoned by phi-
losophy.

Despite their initial claims, the postivist/empiri-
cists did not solve the problem of induction. The
positivistempiricist attempts to define theoretical
terms—including Russell's explicit definitions, the
early Bridgeman’s operational definitions, and Car-
nap’s reduction sentences and correspondence
rules— failed. Craig’s and Winnie’s theorems in
mathematics, which convinced the empiricists that
the theoretical terms in theories consisting solely
of theoretical and observational terms could be elimi-
nated or their meanings changed without changing
the validity of the theory, were a further embarrass-
ment, Other anomalies, which stemmed from the
empiricists’ misplaced faith inthe nonmodal symbo-
lic logic of Principia Mathematica, included being able
to confirm a theoretical statement such as “all ra-
vens are black” with an observation such as seeing
a yellow pencil. The empiricists were not heartened
by such opportunities for indoor ornithology
(Brown, 1977).

Attempts to build a satisfactory model of scienti-
fic explanatien also fajled. Scriven’s argument, for
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example (that having syphilis was a legitimate ex-
planation of paresis although only 5% of those so
inflicted develop paresis), helped demolish the em-
piricist model of explanatory relevance. That is,
tough paresis, the phenomena to be explained, was
logically entailed by the condition of having syphi-
lis, it could not be deduced with lawlike regularity
from having syphilis. Overall, the empiricists’ at-
tempts to make science logical were either too rigid,
gutting any ability to predict and generalize, or too
loose, allowing nonsense statements into the corpus
of scientific knowledge. It is to their credit that the
empiricists explicitly admitted their failure.

Perhaps the tenacity with which the positivist/em-
piricist philosophy is held is attributable to the pau-
city with which it is understood:

What se ems to have been imparted to the typical psycholo-
gist might be characterized as an ocean of awe surrounding
a few islands of sloganized information, as for instance,
that a theory is an “interpreted formal system”. .. that a
theory makes contact with “observable state of affairs™ via
specifications of experimental “operation” or by means
of a cryptic device known as the “‘reduction sentence.”
(Koch, 1964, p. 11)

Poorly learned philosophy lessons are not, however,
the only problem affecting quantitative research.

Poor research practice

Statistics lessons have also been learned badly. It is
distressing to observe how poorly statistical analyses
can be performed. Some years ago Quinn McNemar
{1960) reported on what he called “an astoundingly
fallacious significance level™

A. .. psychologist inflated his sample size 36 fold: that is,
he had 36 observations on each of 25 cases, leading to 900
observations which were then treated as independent for
the chi-square analysis. This is one way of getting high]
statistical significance with littie prospect that similar re-
sults will be found by those who replicate the study.

McNemar was right in being astonished regarding
the statistical analysis of these data. So many statis-
tical errors can be found in published studies that
one can only imagine the number occurring in the
theses and dissertations that fortunately never lea-
ve the library, We will not bore you with lists of these
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errors, but they are there in large numbers. Compu-
tational and conceptual errors seem limited only by
the creativity of the “researcher.” In part, compu-
ters can be blamed for some of these problems; they
entice students into working mechanically. One stu-
dent, after entering only 2-digit numbers for the
better part of a day, reported a mean of 113, 174
without questioning these astounding results. Tt is
hard for researchers to develop a feeling for the data
or for the effects of experimental procedures when
they are surrounded by mechanical and electronic
gadgets that often serve little purpose— except per-
haps to help them exchange what is important for
what can be obtained with the least effort and most
money.

Researchers have learned their statistical lessons
badly, and they carry out their perceived responsi-
hilitis oo well. If the null hypothesis cannot be
rejected with thirty or forty persons in each experi-
mental and contrel condition, everyone knows that
the “solution” is to increase N until significance is
reached. Or, alternatively, significance (“tabular as-
terisks” as Meehl, 1978, called it) can be bought at
the price of trivial hypotheses, thereby reducing ex-
perimental logic to a method of answering questions
no one is asking.

The motto must be something like Significance no
matter what! or, as facetiously mentioned by Kuhn
{1961), “If you cannot measure, measure anyhow”
{p. 164). This convoluted resoning begins with the
premise that no two populations are ever identi-
cal; therefore, there must be a difference between
them that should be reflected in the magnitudes
of the treatment means. If that reflection happens
to be missing, some ingenuity is needed to force the
results to come out as they are supposed to. Maier’s
Law (1960) states that “if facts do not conform to
the theory, the must be disposed of.” I am remin-
ded of some types of test-scaling procedures that
must have invoked the latent spirit of that law.

Like all good “laws,” Maier’s has corollaries that
get right to the heart and can be invoked should so-
me evidence be allowed to contradict a pet or petty
theory. Besides throwing out the data, which is one
approach to the problem another good procedure
is to rename the facts. Maier provides an example
that shows that behavior potentially embarrassing
to learning theorists, who insist that reinforcement
is necessary for learning to occur, can be handled
quite easily by calling the unlearned behavior “im-
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printing” and not learning. In this way, whatever
fails to support some favored position can be retai-
ned without having to accept “innate behavior.”
Maier (1960) also suggests that one good way to
avoid explanations of events is to give them a title:

For example, a lecturer in describing the habits of people
living near the North Pole told his audience how children
ate blubber as if it were a delicacy. Later a questioner as-
ked the speaker why these children liked a food that would
not be atractive to children living here. The lecturer re-
plied that this was so because the children were Eskimos.
The questioner replied “Oh, I see” and was satisfied. In
a similar manner the word “catharsis” explains why we feel
better afier expresing pentup feelings. (p. 209}

Another good method for gaining consensus
among researchers is to express some position ma-
thematically—as a formula. It may say no more or
no less than what could be said in understandable
English, but the very appearance of mathematical
symbols will do much to quash controversy.

Statistics are not, however, the only tools in our
arsenal. Perhaps we should describe just one more
experiment that can be conducted under careful la-
boratory conditions. In this study, the experimenter
wanted to know if fleas could be conditioned. Fleas,
by the way, have six legs, and, for the purpose of this
experiment, it was necessary to remove their wings.
In classical conditioning the conditioned stimulus
precedes the unconditioned stimulus, so the expe-
rimenter guite properly rang a bell and cut off one
leg of the flea. It jumped. The bell was rung again,
and again the flea jumped, and another leg was
removed. This procedure was repeated four more
times, and at the end of the experiment the conclu-
sion was reached that ringing bells “cause” fleas to
become deaf. Because these results can be replica-
ted easily, we have a reliable finding; we cannot
blame faulty statistics.

Finally, we can also get a lot of mileage out of
quantitative nonexperimentalism. Let one example
suffice. A researcher administers a personality in-
ventory to a group of subjects and then uses their
scores 1o identify those whose overall agreement and
disagreement with the items exceeds the mean (this
is easy to do with any variability at all). Having iden-
tified, say, the top 5% of the agreers and the disa-
greers, the researcher could then write about those
variables for which there happened to be significant
differences between the two groups (this is easy to
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do with a large number of variables). The problem
comes, of course, with the conclusion that the signi-
ficant variables discriminate the agreers from the
disagreers. No doubt, granting the reliability with
which the data were analyzed, the researcher is co-
rrect about the variables that happen to discriminate
between those who happened to agree and disa-
gree more than the sample average. But whether
these variables reflect more than chance-level re-
lationships is something that won’t be known unless
those relationships are evaluated with new data.

In summary, then, the two persistent critiques of
quantitative experimentalism—the lack of isomorp-
hism between its concepts and its measures and its
failure to yield “truth”—are valid. That they must
continually be raised is due perhasps to widely held
butunarticulated philosophical assumptions, especia-
1ly those proposed by logical positivismlempiricism.
This does not mean, of course, that the empiricist
philosophy of sciences “causes” slovenly research
practice: Researchers un derstand that philosophical
pusition too poorly for there be be a “causal” con-
nection between the two. Additionally, the meaning
of “causality” is generally misunderstood.

Causality:
A poorly understood notion

We are told that the purpose of an experiment is
to determine “causal” relations. Careful writers eit-
her italicize or put quotation maks around causal.
It is not the complexities of the term that require
punctuation, but rather that causal may refer to dis-
parate examples. Robert Morison (1960)—one of the
few to realize quantification’s beauty when combi-
ned with theory and its ugliness when mindlessly
applied—provided an example more than 25 years
ago. In discussing “cause” and “effect,” Morison ma-
kes the point that the “cause” of a disease has gene-
rally been thought to be whatever it is that could, at
some given time and place, ameliorate the disease’s
symptoms. For example, medieval physicians belie-
ved that malaria was "caused” by bad air int he low-
lands (thus the term mala arig). The lowlands were
the “cause” because malarial symptoms could be
reduced or avoided by building on hilltops. That
“caunse” remained undisputed until quinine was in-
troduced into Europe.from South America. Becau-
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se quinine could counter the symptoms of malaria
no matter where one lived, quinine was thought to
be acting on the body top rid it of that disease. By
teh end of the nineteenth century, the malarial pa-
rasite was discovered in the blood of those suffering
with malarial symptoms, and the parasite became
the “causal” agent. Quinine evidently helped rid the
body of this parasite. Later it was discovered that
the Anopheles mosquito actually transmitted the disea-
se and was, therefore, its “cause.” The “causal” chain
exiended from location (lowlands), to parasite, and
eventually to mosquito,

The story is not yetover. Malarial epidemics rarely
occur today even though little has been done to era-
dicate the Anopholes mosquito. The Boston marshes
still produce mosquitoes capable of transmitting the
parasite, butnolocal examples of malaria have been
reported. According to Morison (1960). it is now be-
lieved “that epidemic malaria is the result of a nicely
balanced set of social and economic, as well as biolo-
gical, factors, each one of which has te be present at
the appropriate level” (p. 194). This conclusion might
sound more familiar to us if we substituted a term such
as delinquency for epidemic malaria. And as just about
everything is “caused” by social, economic, and bio-
logical factors that operate together in unknown
amounts and ways, this leaves “moderns” researchers
on about the same level of knowledge as possessed
by their great.grandparents, Indeed, research has
been characterized as the search for evidence to pro-
ve what your grandmother knew all along.

John Stewart Mill, the nineteenth-century philo-
sopher, proposed five methods for studying “causa-
lity.” His method of agreement shows the difficulty
in studying “causal” relationships: If several instan-
ces of an event have only one thing in common, that
thing is the cause of the event. although this propo-
sition at first seems reasonable, it is not without its
problems. Consider an experiment in which ninety
men had volunteered to participate in a study on the
effects of alcohol. One-third were given scotch and
water, one-third received bourbon and water, and the
last group received vodka and water. Every man in
every group got rip-roaring drunk, fellowed by
symptoms we all know only toowell. The conclusién:
Avoid water when drinking aicoho. The first author
once asked students in an introductory course in re-
search methods to critique that hypothetical study. He
was more than a little surprised when one student—
in all seriousness—argued that the study was poorly
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designed because it should have been replicated
using school-age children.

Obviously the alcohol study was flawed by having
more than “once thing in common,” in which case
Miill’s canon does notapply. All the men had water in
addition to alcohol, and we all know that water does
not “cause” inebriation. Or perhaps it does. Many
years ago the first author was going to school and
teaching an introductory psychology class in adult
education. At his request, a dentis friend ordered
some nembutal placebos for him He didn't realize
that he would be dispensing drugs without a licen-
se (in which case he had only anticipated a current
trend). That evening in class, he randomly assigned
half his volunteers to take the placebos and descri-
bed vividly how student in other classes had fallen
asleep on the floor. No one was permited to drive
home, and everyone agreed not to sue him or the
school district in which he worked. After the coffee
break he returned to the room to find the experi-
mental group snoring peacefully on the floor. Evi-
dently even placebos have an effect, as more recent
studies have suggested. Whether placebos are “cau-
sal” agents or not, we can always resurrect the law
of parsimony, which argues that of several equally
good hypotheses, secience will tentatively accept the
simplest. This makes good sense if we could only re-
cognize equally good and simple hypotheses.

In summary, the two persistent critiques of quanti-
tative research— the lack of isomorphism between its
concepts and its measures and its attendant failure
to yield “truths” useful to educational practice—are
valid. The persistence with which they are articula-
ted may be in part due to widely held but largely
unarticulated philosophical assumptions. Although
falsificationism is not without its problems, quanti-
tative researchers would do well to consider substi-
tuting Platt’s (1964) “strong inference” for their
current confirmatory practices. Another valid criti-
cismn of quantitative research is that stastitical ana-
lyses and interpretations frequently are done so
poorly. The problem here is not with the house of
quantitative research but rather with the slovenliness
of its inhabitants. A fourth criticism is that notions
central to quantitative experimentalism, like “causa-
lity,” are poorly understood. This lack of understan-
ding can be partially attributed to the infrequency
with which researchers think about important epis-
temological issues, It can also be partly attributed
to the complexity of that phenomenon.
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The Role of Research

Researchers have volunteered to improve education
or have been persuaded to de so for the most hu-
mane of reasons. Nonetheless, it is not the business
of researchers to change a world they donot yet un-
derstand and that may, in not very many years, give
them cause for concern and possible regret. This is
aperennial problem:

Since Eden, there have been uncertainties about whether
knowledge is good. .. and there is a social science still to
be built that will clarify when and how knowledge is likely
to be used to exploit or corrupt or dehumanize. .. The so-
cial scientist is trained to hink thast he does not know all
the answers, The social scientist is not trained to realize
that he does not know all the questions. And that is why
his sacial influence is not unfailingly constructive. {Cron-
bach, 1975, p. 13)

To improve anything or anyone assumes that we know
what we want. We do not have the right to modify
behavior (assuming that we can} just because it is
convenient or because we believe that we have con-
sensus or superior knowledge to fall back on to jus-
tify our actions.

The purpose of research is to obtain reliable
knowledge; we may then choose to do nothing with
that knowledge or we may prefer to acto on it. It will
not benefit our cause to make sweeping generaliza-
tions that supposedly apply to all children. The old
“new math” was perpetrated on schools and students
all over the country before it was tested at all. At the
other exteme we can find statements glorifying the
deity of ATI (aptitude by treatment interactions),
even though it has been eight years since Cronbach
and Snow warned against believing that we now ha-
ve (or soon will obtain) instructional guidelines from
the ATI research. Unfortunately, there are fewer ins-
tances in which solid research evidence has chan-
ged the public schools than there are instances in
which research has been used to defend or to argue
against the wholesale application of an innovation.

Quantitative research provides a meeting ground
for differing positions; these can be investigated em-
pirically regardless of whether or not the provide
any amelioration of some applied problem. Educa-
tors can refuse to implement innovations regardless
of their efficacy if those innovations might lead to
social injustice, excessive costs, or perceived negative
effects.
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What should not be demanded of the quantitative
researcher is evidence selected to support some
bias—a demand that is only thinly disguised bribery,
with the payoft being increases in monye, recognition,
addit onal time, more apsce, and new equipment. This
misuse of evidence is serious because its widespread
occurrence is not recognized as a violation either
by the offender who offers the bribe or by the of-
tender who is willing to accept it. Moreover, impo-
sition of aresearch finding on all children, regardless
of the lack of evidence or the presence of questio-
nable evidence, may cause irreversibie harm.

With our current state of knowledge, we can ask
teachers to try new approaches when older “solu-
tions” have not woeked. They might reasonably re-
fuse, and so prevent us from misapplying our own
research findings.

Note

1. McNemar could have ended the sentence here.
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